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Executive Summary 
 
 

Legislative Audit Report on the Department of Information Technology and 
Selected State Agencies Information System Data Security 

September 2012 
 
We conducted a performance audit to assess State law and policies governing 
information security as compared to industry and government best practices 
and to determine compliance with certain aspects of the State information 
security policy by selected State agencies1.   

 
The Department of Information Technology (DoIT), established in July 2008, is 
responsible for overseeing the State’s information technology (IT) function 
including developing, revising, and enforcing policies, procedures and 
standards related to IT.  To assist in compliance with its mandated 
responsibilities, DoIT developed the Information Security Policy (Policy).  The 
Policy in existence during the audit was issued in September 2010.  An 
updated version became effective in April 2012 (for report purposes, we refer 
to the September 2010 Policy as the 2010 Policy or just the Policy).  The 
Policy outlines DoIT and agency information security responsibilities.  In 
addition to the DoIT Policy, the federal government, as a result of the 2002 
Federal Information Security Management Act, has developed a number of 
information security policies and guidance documents, some of which have 
been incorporated by reference into the DoIT policy.   
 
Objective 1 – Evaluation of State law and DoIT’s Information Security Policy 
 
Unlike many other states, current State law governing certain protections for 
personal identifiable information (PII), such as social security numbers, did 
not apply to PII held by State government agencies.  Furthermore, certain 
notification requirements involving data breaches established in State law for 
businesses were not addressed in the DoIT Policy.   
 
Although State law assigns to DoIT the responsibility for enforcing information 
security, DoIT had delegated this responsibility to the individual agencies.  
Consequently, DoIT had not established a formal oversight process for 
ensuring that State agencies took appropriate actions to protect information  
  

                                                 
1 Definitions/descriptions of commonly used technical terms contained in this report are 
contained in the Glossary, see Appendix A. 
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systems and data by complying with its Policy.  We were advised that the 
delegation of its enforcement responsibilities was due to the lack of personnel 
resources.  Nevertheless, in view of the findings identified in objective 2 of 
this audit report and the significant costs should a major security breach 
occur, additional oversight efforts are needed. 
 
The 2010 Information Security Policy includes a number of appropriate 
practices and guidance for State agencies, but some enhancements could be 
made.  For example, the Policy provided only limited guidance to agencies for 
handling and reporting computer security incidents (such as unauthorized 
access or denial of service attacks).  Further, the 2010 Policy does not require 
State agencies to report incidents to DoIT or affected individuals, although the 
April 2012 revision does specify that agencies shall report incidents to DoIT.  
We found through a survey of State agencies that only five computer incidents 
were reported to DoIT for the period from June 2009 to June 2011 even 
though the agencies advised us that they had internally identified significantly 
more incidents than those reported to DoIT.  The 2010 Policy and April 2012 
revision also did not address information security concerns for mobile devices 
that can be used to store and process data (such as smart phones and tablet 
computers).  Although some State agencies have used cloud computing 
services for a number of years, the Policy did not address the use of these 
services until the April 2012 revision.   
 
Objective 2 – State Agency Compliance with DoIT Policy and Industry Best 
Practices 
 
We reviewed certain agencies’ security policies and practices for compliance 
with seven specific requirements of the DoIT Policy and found that the five 
State agencies selected for the review had implemented various components 
of an information security program.  However, none of the agencies reviewed 
had implemented all program components required by DoIT.  For example, we 
found that only one of the five agencies we reviewed had determined and 
documented security levels for its information systems, which is integral for 
assessing risks associated with data confidentiality, integrity and availability.    
We also found that the agencies did not fully implement risk management 
processes, which require an entity to identify security risks, assess those 
risks, and take steps to reduce those risks to acceptable levels.  Two of the 
agencies had completed risk assessments for data centers housing agency 
information systems but none of the five agencies assessed and addressed 
risk for all of its individual information systems.  State agencies also need to 
take steps to better protect data stored on portable devices such as laptops.   
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Two of the agencies that authorized the use of portable devices for the 
storage and access of PII (such as personal health data) did not adequately 
protect the data (such as through the use of full disk encryption). 
 
Certain agencies reviewed had implemented industry best practices (security 
processes or techniques not specifically required by DoIT Policy) but additional 
steps could be taken.  For example, while two agencies had implemented data 
loss prevention processes (such as scanning e-mails for release of potentially 
confidential data) in order to better protect agency information, the remaining 
three agencies had not instituted any such practice.  Finally, we found that 
State agencies need to implement vulnerability scanning and determine the 
need for penetration testing.  These processes are designed to help protect 
agency information by ensuring that information systems are protected 
against known vulnerabilities (scanning) and tested against outside attacks 
(penetration testing). 
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Audit Scope, Objectives, and Methodology 
 

Scope 
 
We conducted a performance audit to assess State law and policies governing 
information security as compared to industry and government best practices 
and to determine compliance with State information security policy by 
selected State agencies.  The protection of information systems is necessary 
to ensure confidentiality, integrity, and availability of the information 
contained in those systems2.  We conducted this audit under the authority of 
the State Government Article, Section 2-1221 of the Annotated Code of 
Maryland and performed it in accordance with generally accepted government 
auditing standards. Those standards require that we plan and perform the 
audit to obtain sufficient, appropriate evidence to provide a reasonable basis 
for our findings and conclusions based on our audit objectives. We believe 
that the evidence obtained provides a reasonable basis for our findings and 
conclusions based on our audit objectives. 
 

Objectives 
 
Our audit had two objectives: 
 
1. To evaluate State law and the Department of Information Technology’s 

(DoIT) September 2010 Information Security Policy (Policy) against 
industry information security best practices and federal and other states’ 
practices. 

 
2. To assess compliance with certain aspects of DoIT Policy by selected State 

agencies with automated systems containing confidential information and 
to determine the extent of the agencies’ implementation of recognized 
security best practices that were not addressed by DoIT requirements. 

 

Methodology 
 
To perform the audit, we reviewed a number of security related reports and 
publications applicable to both the public and private sectors, including those 
issued by information security firms. We also reviewed relevant information 
prepared by the National Conference of State Legislatures.   
 
                                                 
2 Definitions/descriptions of commonly used technical terms contained in this report are 
contained in the Glossary, see Appendix A. 
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Objective 1 
To accomplish this objective, we reviewed applicable State laws, as well as 
information security policies and procedures established by DoIT.  We 
conducted research and reviewed information security laws applicable to the 
federal government and other states.  We identified policies used by these 
entities in fulfilling the requirements of their respective laws.  We evaluated 
the 2010 Policy (which was the most current policy available at the time of 
our audit work) against existing federal guidance.  We also interviewed DoIT 
personnel responsible for information security policy development.  
 
Objective 2 
To determine which State agencies we would review for this objective, we 
surveyed approximately 100 State agencies in May 2011 to identify the scope 
of agency systems and agencies with information systems that contained 
private or sensitive data (that is, personal identifiable information – PII – as 
defined in the Glossary, Appendix A).  Of the 58 responses we received, 49 
indicated they maintained private or sensitive data as defined by DoIT Policy 
in their information systems.  We judgmentally selected specific State 
agencies for review and testing based on the information contained in the 
surveys, and our determination of the existence of PII in information systems 
based on OLA’s statutorily required audits of State agencies (performed once 
every three years).  The following five agencies were selected for review and 
testing (the parentheses include examples of the types of confidential data 
each of the agencies maintains on its systems): 
 

 Comptroller of Maryland – Comptroller –  (income tax return 
information, bank account information, State corporate purchasing 
card data) 

 Department of Health and Mental Hygiene  – DHMH – (Medicaid 
recipient data, various disease and health care program data, vital 
records) 

 Department of Public Safety and Correctional Services – DPSCS – (sex 
offender data, criminal and other offender based data) 

 Department of Human Resources – DHR – (assistance program 
participant data including children in foster care, child support data 
including data on custodial parents, non-custodial parents and their 
children) 

 Maryland Department of Transportation – Motor Vehicle Administration 
– MVA – (driver license files) 

 
We obtained agency security program documents and evaluated specific 
security requirements based on the DoIT Policy (such as agency determination 
of security categories for systems and a formal risk management process). 
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The specific components evaluated are included in more detail later in this 
report (under Objective 2 Findings and Recommendations).   We interviewed 
agency personnel responsible for information system security and evaluated 
agency policies and procedures, conducted tests of practices when 
practicable, and reviewed agency security assessments when available.  
Finally, we determined if the selected agencies implemented certain best 
practices (such as data loss prevention programs) not specifically required by 
the Policy. 
 
Our audit did not include the evaluation of compliance with certain DoIT Policy 
requirements that are included in our statutorily required audits of State 
agencies (performed once every three years).  This includes disaster recovery 
plans, network and system configuration, and user access and password 
controls.  In addition, we did not assess security practices over paper records 
that may contain confidential information.  Finally, our audit did not include 
any assessment of the University System of Maryland colleges and 
universities as these agencies are not subject to policies established by DoIT. 
 
 

Fieldwork and Agency Response 
 
We conducted our fieldwork from May 2011 to December 2011. DoIT’s and 
the five agencies’ responses to our findings and recommendations are 
included in Appendix B to our audit report.  As prescribed in the State 
Government Article, Section 2-1224 of the Annotated Code of Maryland, we 
will advise the applicable state agencies regarding the results of our review of 
their responses. 
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Background Information3 
 
Department of Information Technology 
 
Chapter 9, Laws of Maryland 2008, effective July 1, 2008, established the 
Department of Information Technology (DoIT) as a principal unit of the 
Executive Branch and transferred the information technology and 
telecommunications functions of the Executive Branch from the Department 
of Budget and Management – Office of Information Technology to DoIT.  For 
fiscal year 2011, DoIT’s expenditures totaled $55.8 million (including $16.4 
million for major information technology projects).  DoIT is organized into eight 
divisions with a total staff of 119 budgeted positions.  By law, DoIT’s 
responsibilities include:  
 

 developing, maintaining, revising, and enforcing information 
technology (IT) policies, procedures, and standards applicable to 
Executive Branch agencies, except for the University System of 
Maryland,  and commissions of State government;   

 providing technical assistance, advice, and recommendations 
concerning information technology matters to any unit of State 
government;  

 reviewing the annual IT project plan for each unit of State government 
to make information and services available to the public over the 
internet; and 

 developing and maintaining the Statewide Information Technology 
Master Plan. 

 
 
DoIT’s Information Security Policy  
 
In accordance with its legal mandate to set policy and provide guidance and 
oversight for the security of IT systems, DoIT developed and issued an 
Information Security Policy (Policy).  The Policy describes the set of minimum 
standard requirements that Executive Branch agencies must meet in order to 
protect the confidentiality, integrity, and availability of State-owned 
information.  The initial version was issued in September 2009, and the 
revised version that was in effect at the time of our audit was issued in  
  

                                                 
3 Definitions/descriptions of commonly used technical terms contained in this report are 
contained in the Glossary, see Appendix A. 
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September 2010.  In addition, DoIT’s most recent Policy revision was released 
in October 2011 with an effective date of April 2012.  It has been DoIT’s 
practice to update the policy at least on an annual basis. 
 
The Policy includes ten sections and outlines DoIT and agency responsibilities, 
and describes the components of an agency IT security program.  DoIT 
requires a minimum of seven components for an agency IT security program.  
These components are: 
 

 IT Security Policy 
 Risk Management Process 
 Systems Development Life Cycle Methodology 
 IT Security Certification and Accreditation 
 IT Disaster Recovery Plan  
 Security Awareness 
 IT Incident Process  

 
Additionally, the Policy provides minimum requirements for certain areas such 
as asset management (such as having an inventory of assets), physical 
security (such as access to data centers and IT equipment), network security 
(such as monitoring agency networks), and user access control (such as 
ensuring that only authorized users have been assigned system rights to 
access the information).   
 
 
Confidential Information  
 
DoIT’s Policy defines confidential information as non-public information that if 
disclosed would result in a highly negative impact to the State of Maryland, its 
employees or citizens, and may include information or records deemed as 
private, privileged, or sensitive.  The Policy also considers personal identifiable 
information (PII) as a form of confidential information.   
 
According to the Commercial Law Article, Section 14-3501 of the Annotated 
Code of Maryland (part of the Maryland Personal Information Protection Act), 
personal information is an individual's first name or initial and last name in 
combination with any one or more of the following information: 
 
 Social Security number; 
 driver's license number; 
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 financial account number, including a credit card number or debit card 
number, that in combination with any required security code, access code, 
or password, would permit access to an individual's financial account; or 

 individual taxpayer identification number 
 
Personal information (commonly referred to as PII), does not include personal 
information when that information is encrypted, redacted, or otherwise 
protected by another method that renders the information unreadable or 
unusable.   
 
 
Information Security and Risks  
 
State agencies maintain a comprehensive set of citizens’ PII as needed to 
facilitate agency operations.  For instance, the State has information related 
to medical assistance program claims histories, income taxes, public 
assistance, criminal backgrounds, and driver’s licenses.  This type of 
information often is sought by those who wish to commit certain crimes (for 
example, identity theft and disruption of government services).  Citizens 
entrust their information to the State; a breach of that information could harm 
citizens, businesses, and the State’s public image and could cause the State 
to incur otherwise unneeded expense to remediate the situation. 
 
Data Breaches in the United States 
The Privacy Rights Clearinghouse has been tracking data breaches since 
2005 and counts the number of records leaked that contain information 
useful to identity thieves (such as social security numbers)4.  The 
Clearinghouse tracked 535 breaches reported in the United States in 2011 
involving 30.4 million sensitive records.  One of the most significant data 
breaches identified for 2011 involved the compromise of data on 3.5 million 
individuals held by the State of Texas.  The breach occurred when this data 
was left unencrypted on publicly accessible servers.  Texas government 
officials attributed the breach to numerous failures to follow security 
procedures.5 
  

                                                 
4 The Privacy Rights Clearinghouse is a nonprofit consumer organization established to raise 
consumers’ awareness of how technology affects personal privacy, advocate for consumer 
privacy rights and provide practical tips on privacy protection. 
5 Privacy Rights Clearinghouse, Data Breaches:  A Year in Review, January 19, 2012. 
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In April 2012, Utah IT officials reported that health and Medicaid data for 
nearly 800,000 residents -- including 280,000 Social Security numbers -- had 
been stolen from a poorly secured server operated by the state's Department  
of Technology Services.  In June of 2012, it was announced that Alaska’s 
Medicaid office, which had a breach of approximately 2,000 patient records in 
2009, will pay $1.7 million to the U.S. Department of Health and Human 
Services (HHS) to settle possible violations of a federal law (HIPPA) that 
protects patient privacy. The Alaska agency had found that an employee's 
hard drive that may have contained protected health records of Medicaid 
beneficiaries had been stolen. 
 
Other Security Studies and Surveys 
A study of the cost of data breaches in the United States by the Ponemon 
Institute and Symantec stated that the average cost to an organization of a 
data breach in 2010 was $7.2 million, up 7 percent from 20096.  The study 
also noted that total breach costs have grown each year since 2006.  The 
average cost per compromised record in 2010 was $214, up 5 percent from 
2009.  The study found that individual negligence continued to be the most 
common threat to data security and contributed to 41 percent of the breaches 
reviewed7.  The study suggested that this may indicate that ensuring 
employee compliance remains an ongoing challenge. 
 
A 2010 study by Deloitte and the National Association of State Chief 
Information Officers (NASCIO) confirmed that large amounts of PII that states 
maintain may be at risk, and securing PII is a daunting task8.  The study 
commented on the lack of funding, resources, and tools available to state 
governments when compared to the private sector9.  The study also stated 
that one-fifth of the reported security breaches in 2009 occurred in the state 
and local government sectors, based on their review of data loss notification 
websites10.  It further reported that only 13 percent of the surveyed states (49 
states responded to the survey) indicated that they had established 
procedures to measure the effectiveness of their information security.  
Meanwhile 27 percent of the states had little to no measurement of 
effectiveness11.   
 

                                                 
6 Ponemon Institute, LLC and Symantec, 2010 Annual Study:  U.S. Cost of a Data Breach, 
March 2011, page 6. 
7 Ibid, page 7. 
8 Deloitte and the National Association of State Chief Information Officers, State Governments 
at Risk:  A Call to Secure Citizen Data and Inspire Public Trust, 2010, page 3. 
9 Ibid, page 5. 
10 Ibid, page 16. 
11 Ibid, page 11. 
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The Deloitte/NASCIO study also indicated that states lacked confidence in 
their ability to prevent internal threats when compared to external threats.  
Internal threats include an employee with authorized access who can 
distribute information to those outside of the organization or a disgruntled 
employee who intentionally causes service disruptions.  External threats 
include someone from the general public who obtains information from the 
organization or disrupts the organization’s operations or services by gaining 
unauthorized access to the organization’s network or system.  Furthermore, 
the study indicated that external security risks had significantly increased over 
the years due to states offering additional services online, and collecting, 
storing, and sharing information across public networks12.   
 
Furthermore, risks are changing with the adoption of new technologies.  The 
2010 Global Information Security Survey by Ernst and Young noted that 60 
percent of survey respondents perceived an increase in the level of risk due to 
emerging technologies such as, social networking, cloud computing, and 
personal devices.13  When asked what they would do to address these new 
risks, 39 percent of the respondents said they would adjust policies, 38 
percent said they would increase security awareness activities and 29 percent 
were implementing encryption techniques, among other controls.14  
 
 
Federal Government Information Security   
 
In 2002, the United States Congress passed the Federal Information Security 
Management Act (FISMA).  The purposes of FISMA include a) to provide a 
comprehensive framework for ensuring the effectiveness of information 
security controls over information resources that support federal operations 
and assets; b) to develop and maintain minimum controls required to protect 
federal information and information systems; and, c) to provide for a 
mechanism for improved oversight of federal agency information security 
programs.  Standards and guidance related to FISMA are issued by the 
National Institute of Standards and Technology (NIST) after approval by the 
Secretary of the U.S. Department of Commerce.  To assist federal agencies in 
implementing information security, NIST issued Federal Information 
Processing Standard Publication 199 (FIPS Publication 199), FIPS Publication 
200, and Special Publication 800-53. 
 
  

                                                 
12 Ibid, page 19-20. 
13 Borderless Security:  Ernst and Young’s 2010 Global Information Security Survey, page 4. 
14 Ibid, page 7. 
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FIPS Publication 199 addresses standards for security categorization of 
federal information and information systems.  These standards provide a 
common framework and understanding for expressing security that promotes 
effective management and oversight of information security programs.  The 
standard requires categorization based on the consideration of three security 
objectives: confidentiality, integrity, and availability.  Each of these objectives 
must be evaluated for potential impact (low, moderate, high) on organizations 
or individuals should there be a breach of security (that is, loss of 
confidentiality, integrity, or availability).  FIPS Publication 199 describes the 
loss of confidentiality as the unauthorized disclosure of information, the loss 
of integrity as the unauthorized modification or destruction of information, and 
the loss of availability as the disruption of access to or use of information or 
an information system. 
 
FIPS Publication 200 addresses minimum security requirements for federal 
information and federal information systems.  This standard outlines 17 
security-related areas (such as access control, incident response, and system 
and information integrity).  The extent to which each area should be secured 
depends on the categorization of the information or information system as 
identified through the implementation of FIPS Publication 199.   
 
Special Publication SP 800-53 addresses required security for each 
categorization (low, moderate, high).  This publication provides federal 
agencies with guidelines for selecting and specifying security controls for 
information systems to meet the requirements of FIPS Publication 200. 
 
Due to a lack of other authoritative guidance (such as standards promulgated 
by other state information security professionals) and the State’s reference to 
NIST documents in its policy, we used these Publications as criteria for 
evaluating certain aspects of State agencies’ information security practices. 
 
 
Commission on Cyber Security Innovation and Excellence   
 
Chapter 251, Laws of Maryland 2011, established the Maryland Commission 
on Cyber Security Innovation and Excellence.  The Commission’s purpose is to 
provide a road map for making the State the epicenter of cyber security 
innovation and excellence.  The law set the requirements of the Commission 
(such as a review of State and federal cyber security laws, and policies, 
standards and best practices for ensuring the security of computer systems 
and networks used by State government and educational agencies).  The law  
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further required the Commission to issue an interim report by January 1, 2012 
of its findings and recommendations, including recommended legislation with 
a final report to be issued by September 1, 2014. 
 
We reviewed the interim report issued by the Commission and noted that 
while the report contained a number of areas that will warrant further 
consideration by the Commission (including developing a template for state 
agencies to enact a proactive rapid response to cyber attacks and educating 
the public about the importance of cyber security), it did not contain specific 
recommendations.  As a result, the report did not impact the findings or 
recommendations contained in this report. 
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Findings and Recommendations 
 

Objective 1 
 

State Law and Department of Information 
Technology (DoIT) Policies 
 

Conclusion 
 
We evaluated current State law and the Department of Information 
Technology’s (DoIT) September 2010 Information Security Policy (Policy).  Our 
audit found that current State law that mandates certain processes and 
actions to protect personal identifiable information (PII) contained in 
information systems of businesses does not apply to State agencies and, as a 
result, did not mandate certain significant protective actions for data held by 
State agencies.  Our audit also disclosed that DoIT had not developed a 
process to monitor and enforce provisions of its Policy, although State law 
includes enforcement of information technology policies, procedures, and 
standards as one of DoIT’s responsibilities.  We also found that while DoIT’s 
Policy addressed a number of critical information security areas, the Policy 
should be enhanced.  For example, the Policy provided only limited guidance 
to agencies regarding how to handle and report computer security incidents 
(such as unauthorized access or denial of service attacks).  Furthermore, 
although the Policy required agencies to implement security monitoring, it did 
not provide any additional guidance on how to accomplish this.  We also found 
that DoIT needs to ensure that it addresses security concerns for emerging 
technologies in a timely manner.  Further, the Policy did not generally address 
the security implications of certain mobile devices that can be used to store 
and process information (such as smart phones and tablets). 
 
 

Findings  
 
State Law Requirements 
 
Finding 1 
Current State law governing certain protections for PII did not apply to State 
agencies and certain requirements established in State law also were not 
addressed in the DoIT Policy. 
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Analysis 
Existing State law applicable to certain protections for PII does not apply to 
State agencies.  In this regard, while provisions of State law prohibit State 
agencies from publicly posting personal information on an internet website, 
other protections required of businesses for such information are not required 
by law for State agencies.  Specifically, the Commercial Law Article, Title 14, 
Subtitle 35 (Maryland Personal Information Protection Act) of the Annotated 
Code of Maryland, requires businesses to implement and maintain 
reasonable security procedures and practices to protect PII and outlines the 
actions to be taken in the event a business suffers a breach of security of a 
system (such as investigating if the breach resulted in the misuse of PII and 
notification of affected individuals, credit reporting agencies, as well as the 
Office of the Attorney General).  However, this law does not include State 
agencies in the definition of a business subject to its provisions and there was 
no similar State law that would apply to State agencies.     
 
Furthermore, no statewide policy existed that requires a State agency be held 
to similar standards to those established for businesses in this State law.  The 
2010 DoIT Policy defines breaches and encourages State agencies to report 
such breaches to DoIT.  Although the April 2012 Policy revision states that 
agencies shall report breaches to DoIT, it does not require notification to any 
other party.  DoIT advised us that they would consider modifying the Policy to 
include the provisions of State law regarding reporting, investigation, and 
notification.  
 
According to the National Conference of State Legislatures (NCSL)15, as of 
October 2010, 46 states have security breach notification laws involving 
personal information.  Our review of these laws disclosed that 34 (or 74 
percent) specifically include government as an entity subject to the laws’ 
investigation and notification provisions in a manner similar to what current 
State law requires for Maryland businesses.  Generally, these laws define PII 
in a manner similar to Maryland.   
 
Given the widespread adoption of laws by other states and the importance of 
securing PII and appropriately responding to breaches, we believe that there 
should be provisions in State law that address the protection of PII by State 
government entities.   
 
  

                                                 
15 NCSL is a bipartisan organization that serves the legislators and staffs of the nation's 
states, commonwealths and territories.  NCSL provides research, technical assistance and 
opportunities for policymakers to exchange ideas on the most pressing state issues.  
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Recommendation 1 
We recommend that DoIT 
a. propose legislation to address the protection of PII in the custody of State 

government agencies; and  
b. until such legislation is enacted, develop and implement a security breach 

notification policy containing requirements related to investigating system 
security breaches and notifying affected individuals and other parties as 
appropriate. 

 
 
Finding 2 
DoIT did not have a formal process in place to monitor and enforce the 
provisions of its Information Security Policy. 
 
Analysis 
Although State law includes enforcement of information technology policies, 
procedures, and standards as one of DoIT’s responsibilities, DoIT had not 
developed any formal mechanism designed to monitor and enforce the 
provisions of its Policy.  Specifically, DoIT did not ensure that State agencies 
had established comprehensive security programs in conformance with the 
Policy and monitored the effectiveness of their security programs.  For 
example, DoIT had no formal mechanism in place to determine whether State 
agencies performed risk assessments, developed appropriate security 
protocols, conducted vulnerability assessments, or performed other actions 
specifically designed to protect confidential data on the State’s information 
systems.  Rather, according to DoIT’s Policy, determining compliance with IT 
security requirements has been delegated to each State agency.  We were 
advised that DoIT delegated this responsibility due to its lack of available 
resources for review and enforcement.  DoIT currently has assigned four 
employees to address information security; however, these employees were 
primarily responsible for other aspects of computer security (such as granting 
and removing user access to the State’s financial management information 
system and maintaining information security over systems used by DoIT and 
the Department of Budget and Management).   
 
As a result, there was a lack of assurance that State agencies were complying 
with the provisions of the Policy.  Given our audit findings at the agency level 
(see Objective 2) and the significant costs to an entity should a major security 
breach occur (as noted in the Background), efforts should be made to 
enhance oversight of State agencies subject to its Policy.   
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Although we did not conduct a comprehensive review of all other states with 
an oversight agency to determine legal authority to enforce computer security 
program requirements, our review of several other states with a department 
similar to DoIT and similar legal requirements disclosed that certain of the 
states had developed programs that facilitated more oversight of their state 
agencies’ information security.  For example, the Colorado Office of 
Information Technology – Office of Cyber Security has the responsibility for 
reviewing agency security plans, directing information security audits and 
assessments in public agencies to ensure program compliance, and reviewing 
agency information security plans on an annual basis.  Furthermore, the 
Federal Department of Homeland Security (DHS) had instituted a process 
designed to annually review and follow up on federal agencies’ information 
security programs (primarily through the use of agency self-assessments 
provided to DHS).  With the adoption of the 2012 Policy, DoIT made certain 
self-assessment tools available for use by State agencies; however, the 
results of any self-assessments performed are not required to be submitted to 
DoIT. 
 
Recommendation 2 
We recommend that DoIT implement a process to monitor and enforce agency 
compliance with the Policy.  For example, DoIT could consider requiring the 
use of an agency self-assessment tool as a means to help it ensure that State 
agencies have established comprehensive security programs and conduct 
ongoing monitoring of security effectiveness.  Results of the self-assessments 
could be submitted to and used by DoIT to assist in monitoring and enforcing 
agency compliance with the Policy. 
 
 
DoIT Information Security Policy 
 
Background 
As previously noted, DoIT has developed and issued an Information Security 
Policy (Policy) that sets the minimum standard requirements that agencies 
must meet in order to protect the confidentiality, integrity, and availability of 
State-owned information.  To assist agencies in meeting the requirements of 
the Policy, DoIT has developed certain guidance material for agencies’ use.  
DoIT also refers agencies to guidance developed by the federal government 
such as the National Institute of Standards and Technology (NIST). 
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Finding 3 
DoIT could improve guidance to help agencies address certain security issues. 
 
Analysis 
While DoIT’s Policy included information security concepts, DoIT did not 
include specific instructions or guidance regarding agency implementation of 
certain of these concepts.  In this regard, DoIT’s Policy referred to certain 
standards or guidelines published by NIST (for example, FIPS Publications 
199 and 200), but often did not provide additional information or guidance to 
be used for implementation (such as by referring State agencies to other NIST 
publications).  Specifically, we noted the following conditions: 
 
 The 2010 Policy did not provide complete guidance to State agencies for 

handling and reporting computer security incidents.  While the Policy 
defined what constitutes a computer incident (such as unauthorized 
access or a denial of service) and discussed the information technology 
incident response process, it did not provide specific guidance regarding 
how agencies should implement this process.  Specifically, the Policy does 
not include (nor incorporate by reference) certain guidance that is 
included in NIST Special Publication 800-61.  This publication states that 
agency incident response capability should include creating an incident 
response policy and plan, developing procedures for performing incident 
handling and reporting, selecting an incident response team structure, 
and staffing and training the team (among other requirements).  In 
addition, all federal civilian agencies must report all incidents to a 
centralized entity and internally document corrective actions and related 
impacts.  Until the April 2012 Policy revision, DoIT did not require agencies 
to report IT incidents to DoIT.   

 
Furthermore, certain State agencies that are required to comply with 
incident reporting security requirements of other oversight agencies 
(federal government agencies) may not achieve such compliance despite 
having complied with the DoIT policy.  In this regard, one agency provided 
us with a security report prepared by its federal oversight entity which 
stated that the agency had not adequately developed and implemented an 
incident response policy and related procedures as required by the 
oversight entity.  Although we found that the tested agency’s incident 
response policy complied with DoIT requirements, we note that the 
oversight entity’s requirements are more detailed than those currently 
specified by DoIT.  
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Between June 2009 and June 2011, DoIT received only five IT incident 
reports from State agencies.  In responding to our survey, agencies 
reported that they had internally identified significantly more incidents 
than those reported to DoIT.  For example, three agencies reported that 
they had 10 more security incidents related to malicious code (such as 
malware) over the same two-year period.  We were advised by the 
agencies that very few of the incidents required invoking their formal 
incident response process.  New requirements that were established in 
DoIT’s April 2012 Policy should improve the incident notification process 
within State government. 

 
 The 2010 Policy requires agencies, at a minimum, to implement 

appropriate levels of security monitoring (such as penetration testing or 
vulnerability scanning) but the Policy did not provide guidance regarding 
how to perform such monitoring or what methods agencies should use.  In 
addition, the April 2012 Policy revision no longer specifically refers to 
penetration testing as a method agencies could use to assist in securing 
its systems but still requires that agencies conduct security assessments. 
Further, the Policy did not refer to NIST guidance in this area.  Specifically, 
NIST provides significant guidance on the use of penetration testing and 
vulnerability scanning in SP 800-115 (Technical Guide to Information 
Security Testing and Assessment). 

 
Recommendation 3 
We recommend that DoIT review the comprehensiveness of its existing Policy 
guidance pertaining to the information security concepts and provide 
additional instruction or guidance as necessary to agencies for implementing 
components of agency security programs. 
 
 
Finding 4 
DoIT needs to develop a more responsive process to address emerging 
technologies as well as a policy regarding the security requirements for mobile 
devices. 
 
Analysis 
DoIT needs to develop a more responsive process to address emerging 
technologies.  While DoIT issues periodic updates to the Policy and meets with 
agency information security officers to discuss security and other information 
technology issues, DoIT did not always promptly address significant changes 
in technology impacting information security.  Specifically, certain State 
agencies (such as the Department of Human Resources and Department of 
Health and Mental Hygiene – Mental Health Administration) have used cloud 
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computing services for a number of years; however, the September 2010 
Policy does not address agency use and related security provisions associated 
with these services.  The Cloud Security Alliance, a not-for-profit organization 
with a mission to promote the use of best practices for providing security 
assurance within cloud computing, issued Security Guidance for Critical Areas 
of Focus in Cloud Computing, dated April 2009, to address security best 
practices for cloud computing.  The Policy revision effective April 2012 does 
contain sufficient guidance related to cloud computing. 
 
We also found that DoIT had not developed comprehensive policies designed 
to guide agencies in providing security over mobile devices (such as smart 
phones and tablet computers).   While the Policy includes a requirement that 
agencies approve the use of portable devices for storage of confidential 
information and the use of specified encryption technology16, it does not 
address a number of other potential security issues or requirements as 
related to mobile devices.   
 
DoIT management advised us that it developed an internal policy regarding 
mobile device security.  This policy, as currently written, applies only to DoIT 
issued mobile devices and not to other State agencies.  We reviewed the 
internal DoIT policy and found that it incorporated a number of requirements 
that we also found in other states’ policies on mobile devices including: 
 

 The device must contain a password or pin to be accessed;  
 Data on the device must be able to be wiped (removed) remotely;  
 Operating systems and software must be up-to-date with the latest 

patches and security patches;  
 The device must use anti-virus software;  
 Third party applications must be disabled if there is no use for them; 

and 
 Devices must be controlled and managed by a central authority. 

 
While our review of the five State agencies in Objective 2 disclosed that the 
agencies generally did not currently use portable devices to transact official 
State business other than for e-mail, agencies did often allow the storage of 
PII (such as taxpayer and personal health data) on portable devices.  
 
  

                                                 
16 Encryption standards are referenced in NIST publication FIPS 140-2 (Standards for Security 
Requirements for Cryptographic Modules).  NIST maintains a list of products that are certified 
to meet this encryption standard on its website. 
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Recommendation 4 
We recommend that DoIT 
a. develop a process to more timely address the security implications of 

emerging technologies, and 
b. develop and issue a comprehensive statewide policy regarding minimum 

security requirements for mobile devices. 
 
 
Finding 5 
DoIT had not developed recommended practices for implementing data loss 
prevention solutions. 
 
Analysis 
DoIT had not developed recommended practices for State agencies to 
address data loss prevention (DLP) solutions.  DLP is the process by which 
unauthorized transmission or disclosure of confidential information is 
detected and prevented, usually through the use of software that can 
discover, monitor, and restrict transmission of such information.  According to 
a report issued by an information security company, one benefit of a DLP 
program is to prevent the accidental or malicious loss of data by an insider 
(an internal threat), for example, an employee17.  The report also stated that a 
DLP program could reduce the cost of a data loss investigation if one was to 
occur, and would help with early detection or mitigation of such a loss18.  
Another report on data breaches occurring in 2010 found that 17 percent of 
the 761 breaches investigated in 2010 were caused by an internal threat19.   
 
Certain steps required of a DLP program are included in the 2010 DoIT Policy.  
These steps include performing a risk assessment to determine the data 
maintained and the vulnerabilities associated with it, classifying the data 
based on its value and sensitivity, and training and awareness of 
inappropriate or harmful activities when handling sensitive information.  
However, the Policy does not address the need for a product that is used to 
prevent an unauthorized transmission of data an agency needs to protect.   
 
Recommendation 5 
We recommend that DoIT 
a. develop policy and guidance regarding the implementation of a data loss 

prevention strategy; and 
b. assist State agencies in researching, obtaining, and implementing data 

loss prevention tools.   
                                                 
17 Powell Hamilton, Foundstone Professional Services, Data Loss Prevention Program – 
Safeguarding Intellectual Property, page 7. 
18 Ibid, page 7. 
19 Wade Baker et. al., 2011 Data Breach Investigation Report, page 2. 
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Objective 2 
 

Selected State Agency Security Practices 
 

Conclusion 
 
We reviewed five selected State agencies to determine the status of agency 
implementation of certain requirements of the DoIT Policy as well as adoption 
of certain industry best practices (not currently required by the Policy).  We 
found that all five agencies had implemented various requirements of the 
Policy.  However, none of the agencies had implemented all of the tested 
requirements and all of the agencies could improve their data security 
practices.  For example, the agencies reviewed generally had not determined 
security categories for all information systems or implemented risk 
management practices as required by the Policy.  State agencies also need to 
take steps to better protect data stored on portable devices.   
 
Although not required by DoIT policies, some agencies have taken action to 
implement certain industry best practices such as data loss prevention 
programs and vulnerability scanning, but others have not initiated these 
practices.  
 

Background   
 
DoIT developed and issued its Information Security Policy in accordance with 
its legal mandate to set policy and provide guidance and oversight for the 
security of IT systems.  The Policy describes the set of minimum standard 
requirements that Executive Branch agencies must meet in order to protect 
the confidentiality, integrity, and availability of State-owned information.  In 
order to determine State agency compliance with DoIT’s Policy, we selected 
for review five agencies with information systems containing confidential data.  
The following agencies were reviewed: 
 

 Comptroller of Maryland – Comptroller 
 Department of Health and Mental Hygiene  – DHMH 
 Department of Public Safety and Correctional Services – DPSCS 
 Department of Human Resources – DHR 
 Maryland Department of Transportation– Motor Vehicle Administration 

– MVA 
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We reviewed these agencies’ policies and practices for compliance with 
certain elements of the 2010 Policy that would help secure information 
systems and related data.  (Similar requirements are included in DoIT’s April 
2012 Policy.)  Specifically, we determined the agencies’ practices for 
complying with the following requirements of DoIT’s Policy: 
 
Asset management 
 Inventory of information systems existed (Section 3.0 of the DoIT Policy) 
 Security category determined for all identified information systems 

(Section 3.2) 
Security Program 
 Agency specific information system security policy existed (to include the 

components noted on page 14 of this report) (Section 4.0)  
 Risk management process implemented (including risk assessments) 

(Section 4.1) 
 Security awareness program implemented (Section 4.5) 
 Incident response process established (Section 4.6) 

Network Security 
 Confidential data protection implemented for portable devices (Section 

7.6) 
 
In addition, we inquired as to whether these agencies implemented other 
industry best practices to help secure information systems such as DLP 
programs and vulnerability scanning and penetration testing. 
 
 

Findings 
 
Compliance with DoIT Security Policy Requirements  
 
Inventory of Information Systems   
The DoIT Policy requires agencies to maintain an inventory of its information 
systems and/or related applications.  Inventories help ensure that effective 
asset protection takes place.  Agencies need to be able to identify their assets 
and the relative values and importance of these assets to provide levels of 
protection commensurate with the value and importance of the assets.  These 
assets include data and data files and the software (such as applications) 
used to process the data.  To determine compliance, we asked each agency to 
provide a listing of all information system assets in use by the agency.  We 
found that each agency substantially complied with this requirement by 
maintaining lists of these information system assets, which we determined 
were reasonably complete. 
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Security Categorization of Information Systems  
 
Finding 6 
State agencies often did not document the security categorization of their 
information systems. 
 
Analysis 
State agencies often did not document the security categorization of their 
information systems.  The DoIT Policy on security categorization states that 
categorizing security applies to all State information systems and that 
agencies shall use FIPS Publication 199 which contains standards for 
categorizing information and information systems.  Security category levels 
provide a framework that promotes effective management and oversight of 
information security programs and helps agencies determine the level of 
effort required to develop controls and address risks associated with 
information systems.  Security categories are based on the potential impact 
on an organization should certain events occur which jeopardize the 
information and information systems needed by the organization.  Security 
categories are to be used in conjunction with vulnerability and threat 
information in assessing the risk to an organization.  Determining the security 
category of an information system requires the agency to consider the 
sensitivity of information that resides on the system and addresses the three 
security objectives (confidentiality, integrity and availability) for information 
and information systems.  These security objectives are defined in more detail 
in the Glossary, Appendix A. 
 
Our review disclosed that only one of the five agencies reviewed (Comptroller) 
had assigned security levels to all of its information systems.  Another agency 
(DPSCS) assigned security categories but only for certain information systems.  
The remaining three agencies (DHMH, DHR, and MVA) did not assign security 
categories to any of their information systems.   
 
Regarding the health and Medicaid data breach that occurred in Utah as 
mentioned earlier in this report, according to the former Utah CIO the best 
solution is better data classification.  In a publicized interview dealing with the 
security breach, he explained that instead of trying to provide high-level 
protection for all information collected and used by agencies, governments 
need to get better at sorting data into categories based on its sensitivity and 
importance. He further opined that once those categories are established, 
they can be matched to the right security measures-highly sensitive records 
get the best, most expensive safeguards; less sensitive records receive less 
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attention20.  Furthermore, similar conclusions were reached by the U.S. 
Department of Health and Human Services (HHS) about the previously 
mentioned Medicaid data breach in Alaska. HHS concluded that the Alaska 
Medicaid office did not have sufficient policies and procedures to protect 
patient information. For example, the state health department had not 
completed a risk analysis for patient data. 
 
Recommendation 6 
We recommend that State agencies comply with DoIT Policy by evaluating and 
documenting security categories for all of their information systems and 
establish security measures commensurate with data sensitivity and risk. 
 
 
Agency Specific Information Security Policy  
 
Finding 7 
Certain agencies’ information security policies were not agency specific or did 
not include all required components. 
 
Analysis 
Agency security policies did not always meet the requirements of the DoIT 
Policy.  According to the DoIT Policy, agency information security policies 
should address the fundamentals of agency information security governance 
(such as roles and responsibilities and rules of behavior).  Agencies should 
develop policies to accommodate the information security environment and 
agency mission and operational requirements.   
 
We found that three agencies (Comptroller, DHMH and MVA) met the criteria 
established by DoIT.  That is, these agencies developed an adequate agency 
specific information security policy.  However, one agency’s (DHR) security 
policy did not address security certification and accreditation, one of the 
required seven components of an information security program.  Detailed 
definitions of security certification and accreditation are provided in the 
Glossary, Appendix A.  The remaining agency’s (DPSCS) information security 
policy did not address specific aspects of the agency’s information systems or 
operations and generally copied the information included in the DoIT Policy 
without any guidance on how the agency has implemented the related 
requirements.  For example, the DPSCS Policy repeated the DoIT language for 
system certification and accreditation without any additional information on 
the process DPSCS uses to address the requirements.  In addition, there was 
no evidence that system certification and accreditation had been performed. 

                                                 
20 Steve Towns, “Lessons From a Breach,” Governing magazine (July 2012), page 66. 
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Recommendation 7 
We recommend that State agencies develop an agency-specific information 
security policy that addresses the required components of an overall 
information security program established by the DoIT Policy. 
 
 
Risk Management Process  
 
Finding 8 
Risk management processes were not fully implemented. 
 
None of the five state agencies selected for review had fully implemented a 
risk management process.  Risk management refers to the process of 
identifying risk, assessing risk levels, and taking steps to reduce risk to an 
acceptable level.  DoIT Policy and Federal guidance states that risk 
assessment is the first process in risk management (the other processes 
being risk mitigation and evaluation) and should be used to determine the 
extent of the potential threat and risk associated with an IT system.   
 
However, we found that none of the five agencies had consistently completed 
risk assessments for all information systems (that is, each agency had 
performed certain risk assessments but not for all systems).  For example, two 
agencies (Comptroller and DHR) completed risk assessments for data centers 
that housed agency information systems.  But, in both instances, the risk 
assessments did not address the unique risks associated with the individual 
information systems (which may differ from the data center risks).  Two of the 
agencies (Comptroller and DPSCS) advised us that they did not prepare risk 
assessments for certain systems due to the age of the systems.  However, the 
relevant factor in assessing risk is the nature of the data (for example, does it 
contain PII or other confidential information), not a system’s age. 
 
NIST SP 800-30 (Risk Management Guide for Information Technology 
Systems) defines an information system as either a general support system 
(such as a mainframe computer or local area network) or a major application 
on such a system that satisfies a specific set of user requirements and details 
the steps an entity should follow to assess and mitigate risk for all information 
systems.  SP 800-30 is incorporated by reference in the DoIT Policy. 
 
Our audit also found that agency policies generally did not specify how often 
or under what circumstances the agency should complete or update risk 
assessments.  NIST guidance states that good security practices include 
repeating the risk assessment process at least every three years. 
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Recommendation 8 
We recommend that State agencies 
a. develop and document a risk management process including risk 

assessments that apply to all critical systems, 
b. specify how frequently risk assessments should be re-evaluated, 
c. perform risk assessments for all critical systems currently in use, and 
d. periodically update or re-evaluate the risk assessments. 
 
 
Security Awareness Program  
 
Finding 9 
Security awareness training was not always provided to employees or tracked. 
 
Analysis 
While the agencies tested generally developed security awareness programs 
for their employees that included appropriate content, we found that certain 
agencies did not ensure that employees received training on such awareness 
or did not document such training.  DoIT’s Policy requires agencies to develop 
and implement a security awareness program that includes promoting 
awareness (such as appropriate Internet and e-mail use and how to handle 
confidential information) through formal instruction, web-based instruction, 
and various other methods.  As noted earlier in this report, individual 
negligence is the most common threat to data security and ensuring 
employee compliance is an ongoing challenge. 
 
Although one agency tested generally provided and documented the training 
provided (DPSCS), we found that three agencies (DHR, DHMH, and the 
Comptroller) did not adequately ensure or document that employees received 
required training.  For example, at one agency (DHR), although training staff 
tracked locations it visited, it did not track actual employee attendance at 
these locations and, as a result, had no record indicating which employees 
had received the training.   
 
For another agency (MVA), we found that new employees often did not attend 
training to promote security awareness as required by agency policy (that is, 
training was to be completed within 60 days of employment).  According to the 
agency’s automated training records, for the 69 new employees who started 
employment between May 1 and October 7, 2011, only 13 employees had 
completed the required training as of December 7, 2011.  Many of these 
employees were in positions that provided access to confidential data 
maintained on information systems. 
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Recommendation 9 
We recommend that agencies provide timely security awareness training to all 
employees and document employee attendance at the training. 
 
 
Incident Response Process 
Our review of the five agencies disclosed that all five agencies had developed 
a process for responding to potential information security incidents.  
Specifically, each agency’s security policy included specific steps or actions to 
be taken in the event of a security incident as required by DoIT Policy.   
 
However, as noted in Finding 3, the DoIT Policy did not provide complete 
guidance to State agencies for handling and reporting computer security 
instances.  Consequently, certain State agencies that need to comply with 
security requirements of other oversight agencies may not achieve such 
compliance despite having complied with the DoIT Policy.   
 
It should also be noted that agencies may not be aware of all security 
incidents.  For example, OLA’s regular audits of state agencies frequently find 
that agency security practices related to logging and reviewing security 
incidents need improvement.  Of 135 audit reports issued by the OLA from 
July 2008 to January 2012, 34 reports, including all 5 reviewed in this audit, 
included findings and recommendations related to agency deficiencies in 
generating or reviewing security logs.  
 
 
Confidential Information on Portable Devices  
 
Finding 10 
Confidential information contained on portable devices was not always 
properly protected. 
 
Analysis 
Certain State agencies did not take steps to adequately protect confidential 
information contained on portable devices (such as laptops) as well as any 
mobile devices (such as tablet computers and smart phones).  DoIT Policy 
states that confidential information may not be stored on a State-owned 
portable device without prior approval and that approved storage must be 
encrypted.   
 
Two of the five agencies tested (DHMH and DHR) did not implement practices 
(such as full disk encryption) designed to ensure that any confidential 
information contained on agency issued devices were protected from 
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disclosure in the event the device was lost or stolen.  The number of portable 
devices containing confidential information was not determinable.  The other 
three agencies (DPSCS, MVA, and the Comptroller) implemented procedures 
to encrypt such information. 
 
To determine if agency issued laptops contained confidential information, we 
judgmentally selected 10 laptops issued to DHMH personnel according to 
DHMH records and asked the employee if 1) he or she used the laptop to 
access confidential information and 2) if such information were ever stored on 
the laptop.  Three employees stated that they at times stored such 
information on the laptops. 
 
As noted in Finding 4, while DoIT Policy includes a requirement that agencies 
approve the use of portable devices for storage of confidential information 
and the use of specified encryption technology, it does not address a number 
of other potential security issues or requirements.  
 
Recommendation 10 
We recommend that State agencies 
a. ensure that all confidential information contained on portable devices is 

encrypted as required by DoIT Policy, and 
b. develop a process to periodically verify that all portable devices hosting 

confidential information are properly protected. 
 
 
Use of Certain Information Security Best Practices  
 
Data Loss Prevention 
 
Finding 11 
State agencies were in various stages in implementing data loss prevention 
tools and techniques . 
 
Analysis 
Two of the five agencies we reviewed (Comptroller and DHR) had taken steps 
to implement data loss prevention (DLP) tools.  Specifically, these agencies 
had taken steps to implement software products designed to monitor e-mail 
activity for certain patterns (such as data that resembles social security 
numbers) and flag such activity for further review.  Our review at one of these 
agencies found that the DLP had resulted in the identification of suspicious e-
mail activity that was subsequently investigated by the agency.  The remaining 
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three agencies reviewed (DHMH, DPSCS, and MVA) had not investigated or 
implemented the use of DLP tools to protect agency data. 
 
Recommendation 11 
We recommend that State agencies 
a. determine if implementation of DLP tools is appropriate and feasible 

based on agency data and resources (that is, benefits versus the related 
costs); and 

b. if appropriate, implement DLP tools and take appropriate action based on 
the related results. 

 
 
Vulnerability Scanning and Penetration Testing 
 
Finding 12 
State agencies had varied practices in implementing vulnerability scanning 
and penetration testing. 
 
Analysis 
Our review of the five State agencies disclosed that the agencies had 
implemented varying practices for vulnerability scanning and penetration 
testing.  For example, we found that three agencies routinely performed 
vulnerability scanning for their information systems and reviewed the related 
results for remediation purposes, but that two agencies had not implemented 
any such practice. Furthermore, we found that two of these three agencies 
had performed penetration testing on certain information systems including 
one agency that routinely performed such testing.   
 
Vulnerability scanning looks for specific vulnerabilities in a system and reports 
potential exposures.  Such scans can generally be accomplished through an 
automated process.  Penetration testing is designed to actually exploit 
weaknesses in a system and, therefore, requires various levels of expertise 
with the system.  As a result, penetration testing is much more costly than 
vulnerability scanning and is also riskier since it can result in damage to the 
system. 
 
(Note:  Due to concerns expressed by certain agencies regarding the potential 
security implications associated with this finding, we have not identified the 
specific agencies and have not included responses to this finding in the 
Appendix, although such responses were previously provided to us.) 
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Recommendation 12 
We recommend that State agencies, working in conjunction with DoIT 
a. develop and implement a vulnerability scanning process on a routine 

basis, 
b. follow up on the vulnerability scanning results and take appropriate action 

to remediate vulnerabilities found, 
c. determine the feasibility and need for performing penetration testing 

(based on cost and risk), and 
d. perform penetration testing when indicated and take action on the related 

results. 
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Appendix A 
 

Glossary 
 
Accreditation:  The official management decision given by a senior agency 
official to authorize operation of an information system and to explicitly accept 
the risk to agency operations, agency assets, or individuals, based on the 
implementation of an agreed-upon set of security controls.   
 
Cloud Computing:  Using remote or Internet-based services and resources for 
data processing or data storage, with these services typically being provided 
via various communication channels by outside vendors on systems 
exclusively under the vendors’ control. 
 
Certification:  A comprehensive assessment of the management, operational, 
and technical security controls in an information system, made in support of 
security accreditation, to determine the extent to which the controls are 
implemented correctly, operating as intended, and producing the desired 
outcome with respect to meeting the security requirements for the system.   
 
Confidential Information:  Non-public information that if disclosed could result 
in a highly negative impact to the State of Maryland, its employees or citizens 
and may include information deemed as private, privileged, or sensitive.   
 
Encryption:  A process used to scramble data by applying a secret code so 
that no one can read the data without using a key.   
 
Incident:  An occurrence that actually or potentially jeopardizes the 
confidentiality, integrity, or availability of an information system or the 
information the system processes, stores, or transmits or that constitutes a 
violation or imminent threat of violation of security policies, security 
procedures, or acceptable use policies.   
 
Information Security:  The protection of information systems from 
unauthorized access, use, disclosure, disruption, modification, or destruction 
in order to provide confidentiality, integrity, and availability.   
 

Availability (Security Objective):  The disruption of access to or use of 
information or an information system results in a loss of availability.   
 
Confidentiality (Security Objective):  The unauthorized disclosure of 
information results in a loss of confidentiality.  
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Integrity (Security Objective):  The unauthorized modification or 
destruction of information results in a loss of integrity.  

 
Information System:  A set of information resources organized for the 
collection, processing, maintenance, use, sharing, dissemination, or 
disposition of information.   
 
Penetration Testing:  Security testing in which evaluators mimic real-world 
attacks in an attempt to identify ways to circumvent the security features of 
an application, system, or network. Penetration testing often involves issuing 
real attacks on real systems and data, using the same tools and techniques 
used by actual attackers. Most penetration tests involve looking for 
combinations of vulnerabilities on a single system or multiple systems that 
can be used to gain more access than could be achieved through a single 
vulnerability.  In addition to taking advantage of technical holes in security, 
many penetration tests also use social engineering techniques to have 
insiders inappropriately disclose critical system features or access credentials 
(such as userids and passwords). 
 
Personal Identifiable Information (PII):  an individual’s first name or initial and 
last name in combination with certain other information (for example, social 
security number).   
 
Private Information:  personally identifiable information (PII); such as an 
individual’s social security number, financial or health records.   
 
Privileged Information:  records protected from disclosure by the doctrine of 
executive privilege which may include records: 

 relating to budgetary and fiscal analyses, policy papers, and 
recommendations; 

 relating to a State procurement when a final contract award has not 
been made or when disclosure of the record would adversely affect 
future procurement activity; 

 of confidential advisory and deliberative communications relating to 
the preparation of management analysis projects.   

 
Risk Management:  The process of managing risks to organization operations 
(including mission, functions, images, or reputation), organizational assets, or 
individuals resulting from the operation of an information system and 
includes:  1) the conduct of a risk assessment, 2) the implementation of a risk 
mitigation strategy, and 3) employment of techniques and procedures for the 
continuous monitoring of the security state of the information system.   
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Security Assessment: The testing and/or evaluation of the management, 
operational, and technical security controls in an information system to 
determine the extent to which the controls are implemented correctly, 
operating as intended, and producing the desired outcome with respect to 
meeting the security requirements for the system. 
 
Sensitive Information:  information that if divulged, could compromise or 
endanger the citizens or assets of the State.   
 
Vulnerability:  Weakness in an information system, system security 
procedures, internal controls, or implementation that could be exploited or 
triggered by a threat source. 
 
Vulnerability Assessment:  Formal evaluation and description of the 
vulnerabilities in an information system. 
 
Vulnerability Scanning:  A technique used to identify host and host attributes 
(such as operating systems, applications and open ports) and associated 
vulnerabilities.    This is done by indentifying operating systems and major 
software applications running on hosts and matching them with information 
on known vulnerabilities stored in the scanner vulnerability databases.   
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Department of Information Technology (DoIT) 
Response to Legislative Audit Findings & Recommendations 1 – 5  

 
 
Finding 1 
Current State law governing certain protections for PII did not apply to State agencies and certain 
requirements established in State law also were not addressed in the DoIT Policy. 
 
Recommendation 1 
We recommend that DoIT 

a. propose legislation to address the protection of PII in the custody of State government 
agencies; and  

b. until such legislation is enacted, develop and implement a security breach notification 
policy containing requirements related to investigating system security breaches and 
notifying affected individuals and other parties as appropriate. 

DoIT Response: 
 
Concur 
 
DoIT agrees that it is reasonable for State agencies to abide by the standards established in the 
Maryland Personal Information Protection Act (PIPA).  Since this requirement does not yet exist in 
DoIT policy, DoIT concurs with this finding. Instead of proposing legislation, DoIT will accomplish 
the objective by adding PIPA compliance to the State Security policy.   


DoIT will continue to update the Information Security Policy to reflect best practices and direct 
agencies to comply with the applicable sections of the Maryland Personal Information Protection 
Act.    http://www.oag.state.md.us/idtheft/businessGL.htm.  The next version of the Security policy 
will be published in November 2012 and will officially replace the existing policy in May 2013.  This 
six month grace period gives agencies an opportunity to become familiar and compliant with the 
new policies.  
 
Finding 2 
DoIT did not have a formal process in place to monitor and enforce the provisions of its Information 
Security Policy. 
 
Recommendation 2 
We recommend that DoIT implement a process to monitor and enforce agency compliance with the 
Policy.  For example, DoIT could consider requiring the use of an agency self-assessment tool as a 
means to help it ensure that State agencies have established comprehensive security programs 
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and conduct ongoing monitoring of security effectiveness.  Results of the self-assessments could 
be submitted to and used by DoIT to assist in monitoring and enforcing agency compliance with the 
Policy. 
 
DoIT’s Response: 
  
Oppose 
 
DoIT agrees that additional monitoring and enforcement of agency compliance with the Policy 
would be beneficial.  The responsibility for compliance, monitoring, and enforcement tasks are 
currently delegated to agencies.  The example within the recommendation models the Federal 
approach.  We agree this approach could be used to formalize DoIT’s monitoring and enforcement 
process.  This would require additional resources/ investments in software and staffing to manage 
reporting, analyze results, and develop recommendations. Until such time as DoIT has these 
resources, the current policy of delegating to the agencies is deemed the most appropriate way to 
ensure compliance with State security policy and will remain in effect. 
 
Finding 3 
DoIT could improve guidance to help agencies address certain security issues. 
 
Recommendation 3 
We recommend that DoIT review the comprehensiveness of its existing Policy guidance pertaining 
to the information security concepts and provide additional instruction or guidance as necessary to 
agencies for implementing components of agency security programs. 
 
DoIT Response: 
 
Concur 
 
DoIT will update the existing policy to provide additional guidance by referencing recommendations 
in NIST SP 800-115 Technical Guide to Information Security Testing and Assessment, as well as 
NIST Special Publication 800-61 Computer Security Incident Handling Guide. 
 
DoIT will further update the policy to describe the IT assistance that it can provide to agencies.  
This includes in-house expertise and the ability and authority to engage nationwide assistance 
from the Multi-State Information Sharing and Analysis Center and United States Computer 
Emergency Readiness Team.   
 
DoIT will also recommend that agencies consider independent penetration testing to evaluate the 
effectiveness of their security program.   
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Finding 4 
DoIT needs to develop a more responsive process to address emerging technologies as well as a 
policy regarding the security requirements for mobile devices. 
 
Recommendation 4 
We recommend that DoIT 

a. develop a process to more timely address the security implications of emerging 
technologies, and 

b. develop and issue a comprehensive statewide policy regarding minimum security 
requirements for mobile devices. 

 
DoIT Response: 
 
Concur   
 
DoIT will issue periodic amendments to the Information Security Policy as new standards are 
developed to address emerging technologies and threats.  As an example, guidance in the use of 
cloud-based Google Apps for Government was recently added to the State's Electronic 
Communication Policy. http://doit.maryland.gov/Publications/Electronic_Comm_Policy.pdf  
 
Finding 5 
DoIT had not developed recommended practices for implementing data loss prevention solutions. 
 
Recommendation 5 
We recommend that DoIT 

a. develop policy and guidance regarding the implementation of a data loss prevention 
strategy; and 

b. assist State agencies in researching, obtaining, and implementing data loss prevention 
tools.   

 
DoIT Response: 
 
Concur 
 
Admittedly, the DoIT’s Security Information Policy is not ‘all inclusive’.  The Policy does require 
agencies to establish an Agency Security Program.  In the course of developing such a program, 
an agency may determine that a data loss prevention (DLP) system is applicable or appropriate.   
The risk of confidential data leakage can be greatly mitigated by implementing many of the 
requirements (security controls) within the existing Information Security Policy.   This includes 
properly marking confidential data, categorizing their systems, identifying all access paths to 
confidential data, providing an enterprise solution for secure data exchange, and educating users 
on proper handling of data. 
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We agree a DLP solution is a tool that can be used to enforce a data loss policy.  A DLP solution 
could only be cost effective if, after implementation of recommended security controls, the risk of 
data loss still remains at an unacceptable level for the agency.  DoIT will add an overview to 
essential capabilities of a DLP in the next version of the Security Policy.   
 
Providing assistance to agencies in researching, obtaining, and implementing DLP tools would 
require additional skilled resources.  Until such time as DoIT has these resources, the 
responsibility to select, obtain, and implement a DLP solution remains with the agency.   
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Risk Management Process 
 
Finding 8 – Risk management processes were not fully implemented. 
 
Auditor’s Recommendation: 
 
We recommend that State agencies 
a. develop and document a risk management process including risk assessments that 

apply to all critical systems, 
b. specify how frequently risk assessments should be re-evaluated, 
c. perform risk assessments for all critical systems currently in use, and 
d. periodically update or re-evaluate the risk assessments. 
 
Comptroller of Maryland (COM) Response: 
 
The COM agrees with the auditor’s recommendations. 
a. The COM Information Technology Division will develop and document a risk 

management process for all critical systems.  Concepts identified in the Federal 
Information Processing Standards (FIPS) 199 will be applied to the document.  The 
risk management process document will identify all critical systems and assign a level 
of criticality and sensitivity (i.e. security categorization) based on confidentiality, 
integrity, and availability. 

b. The risk management process document will require periodic re-evaluation of risk 
assessments.  The re-evaluation period to be dependent on the system security 
categorization. High impact systems will require re-evaluation of risk assessments 
every two (2) years. Moderate impact systems will require re-evaluation of risk 
assessments every four (4) years. 

c. The COM will perform risk assessments for all critical systems in use.  As stated in 
the performance audit report, the COM has completed a risk assessment for the 
Annapolis Data Center (ADC), which is responsible for serving multiple State 
Agencies.  The COM is currently completing a risk assessment for the State of 
Maryland’s Tax System (SMART).   In addition, the COM completed a preliminary 
Certification and Accreditation review of four new systems (Teradata Data 
Warehouse, Business Objects, ETL Server, and the Case Management System) in 
January 2010.  A final Certification and Accreditation review will be completed by 
October 31, 2012 for these four systems, plus two additional systems (SAS and 
BizTalk).   

d. Please see “b” above.   
 
Effective Completion Date:  The documented risk management process will be 
completed by December 31, 2012.  Based on the assessed security categorization of each 
system, risk assessments for critical systems will be completed in phases.  Initial risk 
assessments for all high impact systems to be completed by March 2014. 
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Security Awareness Program 
 
Finding 9 – Security awareness training was not always provided to employees or 
tracked. 
 
Auditor’s Recommendation: 
 
We recommend that agencies provide timely security awareness training to all employees 
and document employee attendance at the training. 
 
Comptroller of Maryland (COM) Response: 
 
The COM agrees with the auditor’s recommendation.  The COM has a comprehensive 
security awareness training program.  All employees with access to confidential data are 
required to obtain annual security awareness training that complies with IRS Publication 
1075 requirements.  Previously, each COM Division tracked their employee’s training.  
The two largest divisions (Revenue Administration and Compliance) hold mandatory 
professional development sessions each Fall.  Employees certify attendance to the 
security awareness portion of the training.   The COM’s Information Technology 
Division offers security awareness training to all COM employees throughout the year.  
To strengthen compliance, tracking of employee training will be centralized within the 
COM’s Office of Human Resources (OHR) effective September 30, 2012. 
 
Effective Completion Date:  September 30, 2012.  
 
   
 





 

 
Audit Finding 6:  
 
System Categorization: State agencies often did not document the security categorization of 
their information systems. 

 
Recommendation 6: 
We recommend that State agencies comply with DoIT Policy by evaluating and documenting 
security categories for all of their information systems and establish security measures 
commensurate with data sensitivity and risk. 
 
Administration's Response: 
We concur with the findings and recommendations.  OIT is in the process of implementing 
System Security assessments and security plans using NIST 800-53 as our guiding document.  
An important part of this process is assigning all systems a security category using FIPS 
Publication 199 as guidance.  This categorization and assessment process will meet the state IT 
security requirements and categorize our systems based on potential impact on an agency should 
certain events occur which jeopardize the information and information systems. 
 
Timeline for compliance: System assessment and categorization is in process for all listed 
systems and is expected to be completed by June 2013.  



 

 
Audit Finding 8:  
Risk management 
 

Finding 8 
Risk management processes were not fully implemented. 

 
Auditor's Recommendation: 
 
We recommend that State agencies 
a. develop and document a risk management process including risk assessments that 

apply to all critical systems, 
b. specify how frequently risk assessments should be re-evaluated, 
c. perform risk assessments for all critical systems currently in use, and 
d. periodically update or re-evaluate the risk assessments. 
 
 
Administration's Response: 
We concur with the finding and recommendations.  (a) OIT is in the process of preparing System 
Security assessments and security plans for critical systems using NIST 800-53 as our guiding 
document, (b) the initial assessment is to be followed by a re-assessment annually, or if required 
by incident or modification, (c) all current operational systems categorized as “critical” will be 
assessed, and (d) this formal re-evaluation process, by agency policy, is annually at a minimum, 
or as required by incident or modification 
 
Timeline for compliance:  
Because this process is resource intensive, we have broken up this effort into two phases. System 
assessment is in process for systems deemed critical, as a first phase approach, which is expected 
to be completed by June 2013.  A second phase which will assess and prepare mitigation plans 
for the other non-critical systems is expected to be completed by January 2014. 
 



 

 
Security Awareness Program  
 

Finding 9 
Security awareness training was not always provided to employees or tracked. 

 
Auditor's Recommendation: 
We recommend that agencies provide timely security awareness training to all employees 
and document employee attendance at the training. 
 
Administration's Response: 
We concur with the finding and fully agree with the recommendation.   
 
Currently, DHMH does provide the mandatory IT Security awareness training to all new hires in 
our employee orientation. A listing of all employees trained is maintained. 
 
We also provide an on-line training accessible to all employees, however, cost and complexity to 
develop a separate tracking system for over 9,000 employees at multiple statewide locations have 
to date made this unreachable. 
 
Timeline for Compliance: 
By January 2013, working closely with our Office of Human Resources who is responsible for 
the implementation of mandatory training, we plan to implement an on-line, web-based training 
and tracking system.



 

 
Confidential Information on Portable Devices  
 

Finding 10 
Confidential information contained on portable devices was not always properly protected. 

 
Recommendation 10 
 
We recommend that State agencies 
a. ensure that all confidential information contained on portable devices is encrypted as 

required by DoIT Policy, and 
b. develop a process to periodically verify that all portable devices hosting confidential 

information are properly protected. 
 
 
Administration's Response: 
We concur with the finding and recommendations and note that in the review process no 
confidential information was discovered on the ten laptops reviewed.    
(a) DHMH requires by IT Security policy (02.01.01) - which includes laptops and removable 
media, all agency units to strictly control the usage of PHI on all removable devices and media 
(including laptops), we are installing end-point protection software on all hard drives, laptops, 
and removable media throughout the agency,  
(b) due to personnel limitations and responsibility for procurement and inventory, OIT was not 
able to routinely spot-check these devices and assure these practices.  With the recent completion 
of Service Level Agreements with key DHMH business units and staff reassignment, OIT gains 
the necessary staff to implement such an assurance program. 
Additionally to technically enforce implementation of this administrative policy  
 
Timeline for compliance:   
(a) A laptop and removable media PHI protection process was implemented as a pilot phase 
approach in September 2012, 
(b) a fully implemented protection and inspection process in coordination with the agency Office 
of Corporate Compliance is expected to be in place by January 2013.   
 
 



 

 
Data Loss Prevention 
 

Finding 11 
State agencies were in various stages in implementing data loss prevention tools and 
techniques . 

 
Recommendation 11 
We recommend that State agencies 
a. determine if implementation of DLP tools is appropriate and feasible based on agency 

data and resources (that is, benefits versus the related costs); and 
b. if appropriate, implement DLP tools and take appropriate action based on the related 

results. 
 
Administration's Response: 
We partially concur with the finding and fully agree with the recommendation.  We currently 
have the IronPort security appliance in place which provides a range of services including 
limited key data element scanning. Additionally, our recent migration to the State Email system 
(Google - Maryland.gov) provides spam protection and enhanced email security services.   
(a) DHMH continues to operate network intrusion detection/prevention systems and explore and 
assess additional DLP services which might be available under the Google Government Apps 
services, (b) if feasible and warranted, our agency may implement additional DLP capabilities. 
 
Timeline for Compliance: 
Potential implementation of a more advanced DLP email solution is dependent on the full, tested 
implementation and expanded capabilities of the statewide email system (estimated end of 2012), 
or through the use of third party applications, and is contingent on our risk assessment and 
budget considerations. 
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Finding 6 
State agencies often did not document the security categorization of their information systems. 
 
Recommendation 6 
We recommend that State agencies comply with DoIT Policy by evaluating and documenting security 
categories for all of their information systems and establish security measures commensurate with 
data sensitivity and risk. 
 
Department’s Response 
The Department of Human Resources (hereafter, DHR or the Department) agrees with the 
recommendation and has completed the security categorization of their information systems. 
Completed 6/4/2012 
 
 
Finding 7 
Certain agencies’ information security policies were not agency specific or did not include all 
required components. 
 
Recommendation 7 
We recommend that State agencies develop an agency-specific information security policy that 
addresses the required components of an overall information security program established by the 
DoIT Policy. 
 
Department’s Response 
The Department agrees with the recommendation and has created Agency specific policy that 
addresses Certification and Accreditation.   
Completed 6/1/2012 
 
 
Finding 8 
Risk management processes were not fully implemented. 
 
Recommendation 8 
We recommend that State agencies 
a. develop and document a risk management process including risk assessments that apply to all 

critical systems, 
b. specify how frequently risk assessments should be re-evaluated, 
c. perform risk assessments for all critical systems currently in use, and 
d. periodically update or re-evaluate the risk assessments. 



 
Department’s Response 
The Department agrees with the recommendations and will use the findings, recommendations and 
other referenced materials as a guideline for implementing a Risk Management Process that includes 
the Information Systems as well as the Data Center. The following corrective actions will be 
implemented:  

1) Create a Risk Assessment policy - Completed 6/1/2012 
2) Perform Risk Assessments that include the Agency's critical systems and prioritize the efforts 

according to security categorization.   
Implementation Date: 3/1/2013  

 
 
Finding 9 
Security awareness training was not always provided to employees or tracked. 
 
Recommendation 9 
We recommend that agencies provide timely security awareness training to all employees and 
document employee attendance at the training. 
 
Department’s Response 
The Department agrees with the recommendation and will implement the following corrective 
actions:  

1) Update and refresh Agency specific and general security policy and training materials.   
 Implementation Date: 11/1/2012 

1) Create policy and process to assure that employees are attending security awareness training.  
Implementation Date: 1/2/2013 

 
Finding 10 
Confidential information contained on portable devices was not always properly protected. 
 
Recommendation 10 
We recommend that State agencies 
a. ensure that all confidential information contained on portable devices is encrypted as required by 

DoIT Policy, and 
b. develop a process to periodically verify that all portable devices hosting confidential information 

are properly protected. 
 

Department’s Response 
The Department agrees with the recommendations and will implement the following corrective 
actions:  

1) Create system capable of managing portable media encryption hardware needs.   
Completed: 8/22/2012 

2) Perform Statewide implementation of encryption management system.  
Implementation Date: 2/22/2013 
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Security Categorization of Information Systems 
 

Finding 6 
State agencies often did not document the security categorization of their information 
systems.  
 
Recommendation 6 
We recommend that State agencies comply with DoIT Policy by evaluating and 
documenting security categories for all of their information systems and establish security 
measures commensurate with data sensitivity and risk. 

 
Response 6 
The Maryland Department of Transportation (Department) and the Motor Vehicle 
Administration (MVA) concur with the recommendation, and have reviewed all MVA 
applications and documented the security categories.  This MVA review was completed June 19, 
2012.  Security measures will be documented in the safeguard implementation plans as a result 
of risk assessments of critical systems commensurate with data sensitivity and risk. 
 
 
 
Risk Management Process  
 
Finding 8 
Risk management processes were not fully implemented. 
 
Recommendation 8 
We recommend that State agencies 
a. develop and document a risk management process including risk assessments that 

apply to all critical systems, 
b. specify how frequently risk assessments should be re-evaluated, 
c. perform risk assessments for all critical systems currently in use, and 
d. periodically update or re-evaluate the risk assessments. 
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Response 8 
The Department concurs and will re-visit the Safeguard implementation plan, Section 16 of the 
MDOT Security Plan and determine what, if any, additions have to be made to accommodate 
system risk assessments.  Section 16 was developed using best practices recommended by NIST 
standard SP 800-30.  The review and update of the policy, if needed, will include: 
 

 A standard process for performing risk assessments of critical systems 
 A standard process for determining the appropriate department or agency to perform a 

specific risk assessment 
 A schedule solicited from all of the MDOT Transportation Business Units (TBU) of 

when their specific initial system risk assessments are completed 
 Guidance for the regularity of the re-evaluation of the TBU risk assessments. 

 
The review and any changes to Section 16 of the MDOT Security Plan shall be completed by 
June 2013. 
 
 
 
Security Awareness Program  
 

Finding 9 
Security awareness training was not always provided to employees or tracked. 
 
Recommendation 9 
We recommend that agencies provide timely security awareness training to all employees 
and document employee attendance at the training. 
 
Response 9 
The Department and MVA concur with the recommendation. The MVA Organizational 
Development (OD) division makes security awareness training available to all existing and new 
employees through the Learning Management System (LMS) and requests that all new 
employees take this training during the first 60 days of hire. Respective managers and division 
heads will ensure that new employees complete the security awareness training within 60 day of 
hire as required. Respective managers and division heads will also ensure that existing 
employees complete the security awareness training by June 30, 2013. Furthermore, a security 
awareness program shall be implemented for MDOT. The content of such program will be 
established and distributed by June 2013. 
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Data Loss Prevention 
 

Finding 11 
State agencies were in various stages in implementing data loss prevention tools and 
techniques. 
 
Recommendation 11 
We recommend that State agencies 
a. determine if implementation of DLP tools is appropriate and feasible based on agency 

data and resources (that is, benefits versus the related costs); and  
b. if appropriate, implement DLP tools and take appropriate action based on the related 

results. 
 
Response 11 
The Department and the MVA concur with the recommendations and will conduct an analysis 
and eventual implementation of a Data Loss Prevention Program.  Given the likely necessity to 
conduct a procurement to fully implement such a program, and the potential impact to MDOT 
operations, this implementation will be initially limited to MVA.  The initial implementation will 
be a model used as a baseline for a Department-wide implementation.  The analysis effort shall 
be completed by January 1, 2013.  After the analysis is complete, an implementation plan and 
schedule shall be created.  This will be the mutual responsibility of a designee of the MVA and a 
designee from MDOT. 
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